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SUMMARY

The optxma] estimators of unknown populatron parameters in the several class-
es of ratio (product)-type estimators studied by various authors depend on some
functions of unknown parameters. The general result proved in this paper shows
that,ina ‘regular class’ of estimators (which includes almost all classes of esti-
mators considered by various authors), the replacement of some or all of .these
parameters by their unbiased estimates does not alter the efficiency of: the .opti-
mal estimators (to the first order of approxlmatlon) in terms of its mean square
error.
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. Intreduction

/

In recent years many authors have proposed ratio (product)-type esti-
‘mators for the population mean Y of the study variable y using the auxi-
liafy information x. For a detailed list of such estimators one can refer
to Singh [2). Even though such estimators are more efficient than the con-
" ventional ratio (product) estimator, they require the knowledge of some
function of population values of both the study as well as aux1hary vari-
ables link K = Y Say {X SZ}™%. Srivastava et al. [6] have - considered the
problem of est,lmatlon‘of these optlmum_ values The optimality of the
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underlying estimator when the unknown quantities are replaced by their
estimated values bas not been studied in that paper. In one of their ear~
lier papers Srivastava and Jhajj [5] have proved that in a general class of
estimators when the unknown functions are replaced by their consistent
estimators the resulting estimator will have the same mean square error
\ upto terms of order m~! as that of the original estimator under certain
‘conditions (see Theorem 3 of Srivastava and Jhajj [5)). '

In this paper, it is proposed to indentify the class of estimators which
when the unknown quantities in the estimators are replaced by their un-
biased estimators the mean square error remains the same (to the ﬁrst
order of approxxmatlon) ' Ce

. 2. Regular Class .

In general the ratio (product)-type estimators proposed by several
authors involve functions of sample values of the study variable and func-
tions of population as well as the sample values of the auxiliary variable.
To be specific, let the estimator for ¥ be of the from

A
Yo=g(tnta, ..., tad) @D

where #y, 15, . . . , t, are functions of sample (of both study as well as auxi-
liary variables) values and « is the unknown constant or a vector of cons-
tants whose optimal value(s) (in the mean square error sense) can be
function(s) of population values of study as well as auxiliary variables.
Letg =(t, — T})|T,» i =1,2,...,pwhere E(t;)) = Tei=1,...,p.
The probabilistic propertles of ey, . .., e are exploited to study the bias
and mean square error of the estimator on replacing t; by T a+ e:),

i=1,...,p. oo

Definition 2.1. An estimator Yac is a regular estimator for Y if 1t can'
be written 1n the form :

YAm=?+f(5,e1,.'.,e,,) ) . A(2.2)‘

wher f(.,..,.)isa polynomial in « = (2, ,...,%m)" and €, .., &
with o term independent of ¢’s, : '
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Definition 2.2, The collect
class,

It may be noted that the estimators in the classes considered by Sriva.

stava [3), Srivastava and Jhajj [4] [5] are members of the regular class,
The following examples make this idea clear.

ion of all regular estimators is called regular

ExampLe 2.1 i The estimator

KD = Yz

is a member of the Srivastava (1971) class. It can be written as

YO =Y+ g (e €1, &)
where ¢; = (; - A_’)/:Yanci e =-(J’ — f’)/l-f.
ExaMPLE 2.2 : The estimator
© 3 =GB (sz/sP

is a member of the Srivastava and Thajj (1981) class of estimators. Clearly
iﬁg =f (_°i’ 15, ta, t3), where f; = P le =X, 1 = sz and « = (a, B)".
Taking e, = (¥ — X)/X, &, =< (y — ¥)/Fand s = (s — 52/ 52 it can be
seen that this_estimator is of the form (2.2),
The following is an example of an estimator which is not a member of

any of the above classes but a member of the regular class defined in
(2.2). “

ExaMPLR 2.3}

YW=+ (X— ) @00

This estimator is due to Ray and Singh [1].
In order to make the discussion simple, we assume that the estimator
contains only one unknown quantity. It may be noted that to the first

A
order of approximation the mean square error of ¥, defined in (2.1) will
be always of the form .

p P

Z I ay(a)E (e e;) - (2.3) .
=1 j=1 .
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where a,; (2) = b

i o*, k is 2 non-negative integer and b,’s are known
constants, ;

A
Let «, be the unknown constant involyed in the estimator ¥, whose
optimal value has the representation

n -1k my ny -1
g = { I ¢ As} 2 ‘{ I 4, eu} { I firvs, } 2.4)
s=1 i=1{j=1 r=1

where 8,,,Y;; and A, are parametric quantities which are estimable unbias-
edly and diy, ¢s, and f;, are known scalars.

A theorem concerning the regular class when the optimal value of
the unknown quantity in- the underlying estimator has the representation
given in (2.4) is established below :

. A
THEOREM 2.1 : If «, is the value of @a given in (2.4) obtained on replac-

A A A
ing 9,4, vy, and A, by 8, Yir and A; respectively, then

/\. A . .
MSE (f’ug) = MSE7( Yuo) (to the first order of approximatian) , where

E(é\il)": eij’ j=112"°r{’nbi= L2,...,k
A . 9 P
E(er)=Y1’r’ r=1:‘2,'--snis'l_1, s oy IS
A
and E(An) =Aa, s=1,2,..., n

. : A,
Proof : From (2 3) the mean square error of Yoo I8

p P .
L X gy (%) E(e o) A . (2.5)
i=1 j=1 .
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Let em_ (eg,—e,,)/e,,, =12, myi=1,2...,k J
em_(-," Y,  r=12 . m, i=12...,k
. A ’
ef):—.(,\,—-z\,)/z\,, s=12,...,n . : l

. A
Using these three cquations sets, «,-can be written as
k mi nm -
tg= 3 - i I dy, it et 0y, Yi—rl {1+ ei(]l)} {2 + el(rz)}-l
i=1 j=1 s=1 r=1 o
{1+ e}

From this, it is sevident that to the first order of approximation

.A .
E{“gecea}=°‘3’E{et el}’i:: 172’°"rp:j=ls2;---;P,

where w is a positive integer. This implies

A ) . . .
E{a; (2o e; e} = ay (20) E {ese;}, i=L2...,pj=1, 2,...,D.

The validity of the statement in the theorem follows from the last identity
on appealing to (2.5). » : Q.E.D.

From the above theorem, we infer that when the parameters in &, are
replaced by their respective unbiased estimators the resulting estimator
will have the same mean square error as that of the original estimator.

Sometimes instead of replacing all the unknowns by their respective
unbiased estimators, one may be interested inretaining parameters which
are functions of the auxiliary variable alone. It can be seen that even in
such cases the resulting estimator will have the same mean square error
as that of the original estimator. In such cases a result simijlar to Theorem
2.1 can be proved even when « has a more general form.

We denote by 6!, v(®)-and A‘®) the parameters which are functions of
the auxiliary variable x alone and by 6, v and A the parameters which are
functions of both x and y or y alone. Let ¢ (A(¥, ..., A(®) be any real

‘valued function of A¥, . . ., A{”, which always assumes non-zero value.
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TueoreM 2.2 : If the optimal value of « inyélved in the underlying esti-
mator is of the form '
A k mg m; '
oo = {9 (AN E (T g T g0 669)

? L4

g m
{n s @yt (2.6)
r= = .

. . A A
then to the first order of approximation MSE (y 5,) = MSE (¥, )

A : A .
where «,.i8 obtained from ¢4 by replacing e;;) and Y‘,‘,’) by their respect-
ive uunbiated estimatars.

Proof is similar to Theorem 2.1, ’ Q.E.D.

Results which are similar to Theorems 2.1 and 2.2 can be proved even

when the estimator contains more than one unknown value, provided the
" optimal values of each such quantities are in the form of either aq OF t%gq
as the case may be. *

3. Discussiou

Srivastava et al. [6] have considered the problem of obtaining expres-
sions involving sample quantities for the optimal values of certain esti-
mators. They have suggested the use of different estimators depending
on some conditions. As a result of the Section 2 of this paper we infer
that the choice of such quantities is immaterial since each of them, when
used to replace unknown optimal values in the underlying estimator,
yields the same mean square error. '

As mentioned in Section 1, Srivastava and Jhajj [5] have proved that
in a general class of estimators when the unknown functions are replaced
by their ‘consistent’ estimators the resulting estimator will have the same
mean square error as the original estimator, provided certain -conditions
are satisfied. As a result of Theorem 2.2, we note that one need not
always replace unknown population values (particularly functions of x)
by their unbiased (consistent) estimates. Thus the property proved by
-Srivastava and Jhajj [5] holds good even when the consistent estimators
do not exist provided the optimal values are of the form (2.4) or (2.6).
It is of interest to note that the optimal values of unknowns involved in

the estimators proposed by Srivastava and Jhajj (1983) are of the form
6.




172 JOURNAL OF THB INDIAN SOCIETY OF AGRICULTURAL STATISTICS

ACKNOWLEDGEMENT

The author is grateful to the referee for his comments. The author is

thankful to Dr. K. Suresh Chandra, UGC Research Scientist for his help
in writing the revised version of this article.

(1]
(2]

(3]
(4]
(5]
(6]

REFERENCES

Ray, S.'’K. and Singh, R. K. (1981) : Difference cum ratio-type estimators, Jour.
Ind. Statist. Assoc. 19 : 147-151.

Singh, H. P. (1985) : A generalised class of estimators of Ratio, Product and
Mean using supplementary information on an auxiliary character in PPSWR
sampling scheme. Gujarat Statistical Review 13 (2) : 1-30.

Srivastava, S. K. (1971) : A generalised estimator for the mean of a finite popula-
tion using multi-auxiliary information. J. Amer. Statist. Assoc. 66 : 404-407.

Srivastava, S. K. and Jhajj, H. S. (1981) : A class of estimators of population
mean in survey sampling using auxiliary information. Biometrika 68 : 341-343.

Srivastava, S. K., and Jhajj, H. S, (1983) : A class of estimators of the population
mean using multi-auxiliary information. Cal. Statist. Assoc. Bulletin 62: 47-56.

Srivasiava, S. X., Jhajj, H. S. and Sharma, H. K. (1986) : Comparison of some
estimators of K and B in finite populations. Jour. Ind. Soc. Ag. Stat. 38 :
230-236, :



	SS-1
	SS-2

